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Abstract
Could crowdsourcing be a way to get undone science done?  Could grassroots groups enlist 
volunteers to help make sense of large amounts of otherwise unanalyzed data—an approach that 
has been gaining popularity among natural scientists?  This paper assesses the viability of this 
technique for creating new knowledge about the local effects of petrochemicals, by examining 
three recent experiments in crowdsourcing led by non-profits and grassroots groups.  These case 
studies  suggest  that  undertaking  a  crowdsourcing  project  requires  significant  resources, 
including technological infrastructures that smaller or more informal groups may find it difficult 
to provide.  They also indicate that crowdsourcing will be most successful when the questions of 
grassroots groups line up fairly well with existing scientific frameworks.  The paper concludes 
that further experimentation in crowdsourcing is warranted, at least in cases where adequate 
resources and interpretive frameworks are available, and that further investment in technological 
infrastructures for data analysis is needed. 
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Crowdsourcing Undone Science
Could crowdsourcing—specifically, distributing data analysis tasks to volunteers—be a way to 
get  undone  science  done?   Natural  scientists  have  been  enrolling  volunteers  in  projects  like 
Galaxy Zoo and eMammal as a way of extending their data processing power (Bonney et al. 2016; 
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McShea et al. 2016).  Could grassroots groups, confronting the fact that scientific research tends to 
focus  on  questions  of  interest  to  elites  at  the  expense  of  those  relevant  to  marginalized 
communities  (Hess  2007;  Frickel  et  al.  2010),  adopt  the  same  strategy?   Might  they  recruit 
relatively well-off  science enthusiasts (Pandya 2012) to help create knowledge in areas where 
science has been left undone by the scientific establishment but that are of great concern to the 
(typically  much  less  well-off)  communities  directly  affected  by  fossil  fuel  extraction,  energy 
generation, and petrochemical production?  

Thus far, few groups concerned about industry’s environmental impacts have attempted 
to crowdsource data analysis—even as more and more of them involve volunteers and/or local 
activists in generating  data with low-cost, user-friendly sensors (e.g. Jalbert and Kinchy 2016).  
But a few grassroots experiments in distributed data analysis, examined in light of research on 
scientist-led crowdsourcing projects, suggest two provisional answers to the question of whether 
crowdsourcing can be a useful method for transforming what science gets done, and on whose 
behalf.   First,  the  organizational  and  technological  resources  required  to  run  a  volunteer 
crowdsourcing  program  may  be  prohibitive  for  some  grassroots  groups—although  existing 
networks of galvanized community members may help to make up for a lack of professional 
staff, for example.  Second, crowdsourcing is likely to work best in situations where science is 
“undone” in the sense that relatively clear analytical frameworks are not being applied to existing 
data.   On  the  other  hand,  where  grassroots  groups  are  unsatisfied  with  standard  scientific 
frameworks for interpreting data and struggling to articulate alternatives (see Ottinger 2017), 
they are unlikely to be able  to create the well-structured,  low-complexity data analysis  tasks 
needed to enroll large numbers of volunteers.   

Aspects of Undone Science
The idea of “undone science” captures the fact that scientific research is not evenly distributed 
across possible areas of inquiry; rather, areas that interest political and economic elites are far 
more likely to be investigated than are questions that concern marginalized populations (Hess 
2007).  Among the areas that have been systematically under-investigated by mainstream science 
are  the  environmental  and  health  impacts  of  industrial  pollution  (Frickel  et  al.  2010).   By 
engaging in knowledge production of their own, “fenceline communities” and environmental 
health  and justice  non-profits  attempt  to  do  science  that  university,  regulatory,  and industry 
scientists have neglected, partially in the hopes that greater knowledge will amplify their political 
demands, including for government intervention to protect public health (Kinchy et al. 2014).    
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The problem of undone science is not, however, reducible to a simple absence of inquiry.  
Dynamics other than straightforward inattention may result in certain kinds of knowledge not 
being pursued (Proctor 2008).  With respect to crowdsourcing, two in particular are worth noting: 
inadequate scientific frameworks, and overwhelming amounts of information.  Some broad areas
—e.g. air quality—receive a great deal of attention from researchers, but scientists frame their 
research in a way that fails to address questions of concern or to map on to local knowledge.  
Scientists investigate the chronic and acute effects of toxic air pollutants, for instance, without 
inquiring into the long-term health effects  of  repeated bursts  of  exposure to sub-acute levels 
(Ottinger 2010).  Undone science in these cases is not a product of outright inattention to an issue
—as  it  often  is—but  of  framing  the  issue  in  a  way  that  leaves  consequential  phenomena 
unexplored.  

Similarly,  undone science often involves a paucity of data on which to base scientific 
claims—but not in every case.  For example, in most places in the United States, including the 
neighborhoods closest to industrial facilities, ambient concentrations of toxic air pollutants are 
simply not monitored.  The lack of monitoring arguably both constitutes undone science in itself 
and results in undone science around questions that would depend on that data.  But in recent 
years, advances in sensing and internet technologies have drastically expanded the data available 
to researchers and the general  public  (Balaji  Prabhu and Arpitha 2014),  shifting the nexus of 
undone science.  Now important research areas may remain un- or underexplored because of a 
lack of resources to turn plentiful data into meaningful knowledge (Ottinger and Zurer 2011), 
rather than from the absence of data.  While information scarcity remains a problem in the era of 
“big data”—availability of and access to data are far from equitable (boyd and Crawford 2012)—
information overload is also becoming a driver of undone science.   

Experiments in Crowdsourcing
Crowdsourcing,  in  the  sense  of  distributing  data  analysis  tasks  across  a  large  number  of 
volunteers,  is one strategy for dealing with information overload.  In the natural sciences, it is 2

most  commonly  used  for  image  processing  and  other  tasks  on  which  humans  outperform 
algorithms (Franzoni and Sauermann 2014), such as classifying galaxies by shape (Bonney et al. 

 The  need  for  specificity  here  derives  from  the  fact  that  usage  of  the  terminology  is  not  consistent.  2

Elsewhere  in  the  literature,  “crowdsourcing”  may  refer  to  distributed  data  collection,  distributed  data 
processing, or both, whereas distributed data processing may also be called “crowd science” or “online 
citizen science.”  
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2016) or identifying animals caught in “camera traps” (McShea 2016).  It has similar potential 
applications  in  the  study  of  the  effects  of  petrochemical  pollution  on  communities,  where 
grassroots groups’ access to images and sensing data grows as technology advances and becomes 
less expensive. 

Three  recent  projects  used  distributed  data  analysis  approaches  in  their  attempts  to 
understand the impacts of the petrochemical industry: FrackFinder, the Shenango Channel, and 
Meaning from Monitoring, each of which I describe briefly below.  FrackFinder, a project of the 
non-profit  organization  SkyTruth,  enlisted  volunteers  to  determine  the  nature  and  extent  of 
natural  gas  extraction  operations  by  examining  aerial  images—enabling  them  to  show  the 
expansion over several years of hydraulic fracturing in Pennsylvania and Ohio.  I learned about 
FrackFinder through conversations and written exchanges with David Manthos during his tenure 
as SkyTruth’s Communications Director, as part of preparing this article.  

The Shenango Channel  project  was a  collaboration between engineers  from Carnegie 
Mellon University’s Community Robotics, Education, and Technology Empowerment (CREATE) 
Lab and Allegheny County Clean Air Now (ACCAN).  ACCAN was founded by citizens affected 
by DTE Shenango Coke, a facility outside of Pittsburgh that converted coal into coke, an essential 
ingredient in steel.  Members of the group looked at footage of the plant and picked out instances 
of  fugitive  emissions  or  unplanned  releases  (Hsu  et  al.  2017).   Together,  they  generated  a 
collection of gifs of the smoke rising from the facility that an EPA official  called “completely 
unacceptable” (Hopey 2015) shortly before DTE announced in December 2016 that it would shut 
down the facility (Moore 2015).  I  first learned of the Shenango Channel from Randy Sargent, 
researcher  at  the  CREATE  Lab  and  a  collaborator  on  the  Meaning  from  Monitoring  project 
(described below), and have subsequently had extended conversations about the project with 
Randy and seven other participants, four from each of the organizations involved, about what 
made their collaboration a success.  

Meaning from Monitoring is a participatory design project that I initiated  in the hopes of 3

making real-time ambient  air  monitoring data more accessible  and useful  to the oil  refinery-
adjacent, San Francisco Bay area communities where the data are being collected.   After working 4

with  residents  of  Richmond,  Crockett,  Rodeo,  and  Benicia  to  design  a  new  web  interface—

 The project is funded by an award from the National Science Foundation (#1352143). Randy Sargent and 3

Dawn Nafus, Intel Labs, are key collaborators on the project, and Drexel University undergraduate Amy 
Gottsegen programmed the website and led the data analysis effort described here.

 For more about the project, see “A Missing Link in Making Meaning from Air Monitoring” (Backchannels, 4

April 16, 2016) or “Lessons Learned from an Experiment in Infrastructuring” (Toxic News, May 16, 2017).
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enabling exploration of historical data for the first time—we found that we still did not know 
what the data meant.   Drawing on Randy’s experience in the Shenango Channel  project,  we 
asked members of our working group to identify “incidents,” or problematic periods of high 
pollution, by examining and taking screenshots of graphed data. However, we were not able to 
transform  the  data  into  new  knowledge  claims  about,  or  even  a  better  understanding  of, 
community air quality using this method, for reasons that will be discussed below. 

Responding to Undone Science
The  three  projects  vary  in  the  manner  in  which  the  science  they  addressed  was  “undone.”  
ACCAN and the CREATE Lab initially confronted an absence of data, until they set up a camera 
to take and upload a picture of the plant every five seconds.  The images were stitched together 
automatically using CREATE Lab’s TimeMachine software, but the two groups were still left with 
hours and hours of “footage” to sift through.  FrackFinder and Meaning from Monitoring both 
started out with rich data sets that had not been analyzed.  Although state government data on 
the extent of drilling operations was incomplete, FrackFinder was able to use high-resolution, 
publicly available aerial images from the US Department of Agriculture’s National Agricultural 
Imagery Program.  Meaning from Monitoring was initiated in response to the installation of six 
monitoring stations surrounding the Chevron refinery in Richmond, California, each of which 
detects concentrations of multiple chemicals every five minutes and reports them to a publicly 
available  website,  without  any  provisions  for  data  analysis.   The  monitoring  program  was 
modeled after fenceline monitoring at the Philips 66 refinery in Rodeo, which has been on-going 
since  1996  without  data  from  it  contributing  to  knowledge  of  the  refinery’s  effects  on  the 
community (Ottinger and Zurer 2011).  

While  the  crowdsourcing  aspects  of  all  three  projects  ultimately  responded  to 
information overload rather  than information scarcity,  the  three projects  remained differently 
positioned  with  respect  to  scientific  frameworks  for  interpreting  the  data.   In  both  the 
FrackFinder  and  Shenango  Channel  cases,  what  project  participants  were  trying  to  quantify 
mapped on to regulatory frameworks for  understanding petrochemical  impacts.   Specifically, 
FrackFinder looked to document the size and extent of drilling operations; this is something that 
some states, including Pennsylvania, also claim to do.  The FrackFinder project responded to the 
incompleteness  of  these  records,  but  generated  information  commensurate  with  the  state’s 
existing records and recognizable to regulators. Similarly, participants in the Shenango Channel 
were examining images for smoke and other visible emissions, which environmental regulators 
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recognize  as  an  issue  of  concern:  a  number  of  participants  had trained as  “smoke readers,” 
becoming certified in EPA Method 9 for “Visual determination of the opacity of emissions from 
stationary sources.” While their project looked for and at smoke in a place that was not being 
systematically scrutinized by regulators, it did not have to contest regulatory ways of looking to 
do so. 

In contrast, the Meaning from Monitoring project confronted science that was undone 
(from participants’ perspective) because regulators were asking the wrong questions, not because 
they weren’t asking questions at all.  The data collected from real-time monitors were compared, 
on an on-going basis,  to  regulatory standards and community warning system levels  that,  if 
exceeded, trigger an alert to residents to shelter in place or evacuate.  Criticisms of these levels are 
by now familiar: they are uncertain; they are not low enough; they don’t account for potential 
synergistic effects of chemicals; they average concentrations over time periods that are too long 
(Tesh 2000; Ottinger 2010).  With better access to real-time data, participants in Meaning from 
Monitoring  hoped to  make  visible  other  patterns  that  they  experienced,  including  sub-acute 
incidents,  series of  small  releases leading up to larger ones,  and worsening air  quality when 
winds blew from the direction of the refinery.  Because none of these phenomena was identified 
by regulators as a quantifiable issue of concern, however, project participants started out without 
a clear framework for identifying them in, or representing them with, the data they had.

Experiences  from  the  three  projects  help  to  show  how  crowdsourcing  techniques 
borrowed from the (mostly academic) natural sciences are likely to play out in situations where 
non-profit and community groups are trying to leverage large data sets as a way of addressing 
undone science.  A central challenge for smaller groups will be to find the resources to create 
effective distributed data analysis projects.  While this is an issue for all crowdsourcing projects, 
non-profit and grassroots groups may experience it more intensely—but may also be able to take 
advantage of human capital not normally available to scientists.  A second challenge is presented 
by the mismatch of  scientific frameworks and grassroots groups’  questions that  characterizes 
some cases of undone science. All crowdsourcing projects depend on the ability of project leaders 
to create discrete data analysis  tasks for  volunteers to complete;  in cases where there are no 
ready-made metrics or markers of the phenomena grassroots groups wish to represent, it may not 
be possible to structure tasks that can be delegated to volunteers.
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Resources for Crowdsourcing
A primary motivation—if  not  the  primary motivation—for distributing data  analysis  tasks  to 
volunteers is cost savings.  Put simply, using unpaid labor can make it feasible to take on data 
sets that would be prohibitively costly to analyze if scientists, research assistants, or non-profit 
staff members had to be paid to do the data analysis.  In a study of seven crowdsourcing projects, 
Sauermann and Franzoni (2015) estimated the value of volunteer labor as ranging from $22,000 
for the smallest project to $650,000 for the largest.  5

To garner these cost-savings, however, organizations must invest resources.  Research on 
crowdsourcing projects  makes clear  that  they require significant program management work, 
including structuring tasks and attracting volunteers (Franzoni and Sauermann 2014; Sauermann 
and  Franzoni  2015).  The  latter  especially  can  be  problematic  (and,  one  imagines,  time 
consuming): most volunteers in crowdsourcing projects participate only once (Sauermann and 
Franzoni  2015),  leaving  project  managers  with  the  challenge  of  either  boosting  retention  or 
constantly  competing  with  other  projects  for  new  participants.  While  these  investments  in 
crowdsourcing projects have not been quantified, some research on volunteer involvement in 
data collection has also acknowledged the significant costs of running citizen science projects, 
especially  in  the  start-up  phases  (Bonney  et  al.  2009;  Danielsen  et  al.  2005).  Effective 
crowdsourcing  projects  also  depend  on  cyberinfrastructure,  including  software  to  enable 
volunteer contributions (see e.g. McShea et al. 2016), and Crall et al. (2010) point out that many 
small organizations running citizen science projects lack the resources to effectively manage and 
share their data electronically. 

The  three  examples  of  crowdsourcing  described  above  both  underscore  and  help 
characterize the costs of distributing data analysis as a strategy for getting undone science done.  
Of the three projects, FrackFinder was the only one that used volunteers in the classic sense, and 
significant effort went into volunteer recruitment and management. They recruited participants 
online—an effort that was aided by a fortuitously timed Washington Post magazine article about 
one of SkyTruth’s other projects—and garnered 223 volunteers for the project’s first phase. As in 
other crowdsourcing projects, volunteer interest waned over time, so in the second phase of the 
project  they partnered with college  classes  from several  universities  (a  strategy shown to  be 
successful in other citizen science projects; c.f. Dickerson-Lange et al. 2016) and organized events 
at which students came together over pizza to do the online classification work.   Staff time was 
also  spent  structuring  tasks  that  volunteers  could  do  easily  and  confidently  and  setting  up 

 Based on average hourly wages for undergraduate research assistants.  Values were similar but the range 5

was smaller when the authors used Amazon’s Mechanical Turk pay scale.
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systems to ensure that volunteers didn’t mistakenly identify shadows and other anomalies in 
images  as  fracking-related activity.   Whether  this  investment  saved SkyTruth time or  money 
overall is an open question: according to former Communications Director David Manthos, the 
crowdsourcing approach used in the FrackFinder project did not necessarily result in its being 
completed faster or more effectively than had staff done the work themselves.  Yet he still deemed 
it worthwhile because it represented an opportunity for citizen engagement and an investment in 
building capacity for future projects.  

The Shenango Channel and Meaning from Monitoring projects, in contrast, distributed 
data analysis tasks to members of affected communities who were already involved in efforts to 
bring attention to and contest the impacts of petrochemical operations.  Distribution of tasks was 
handled collectively in both cases: shared documents were set up to let participants claim time 
ranges to analyze,  and results  were posted to shared folders  in the cloud.   Recruitment and 
retention were less of an issue, since participants had more inherent motivation to complete data 
analysis tasks.  Yet the success of the two projects depended in no small part on the level of 
organizing in involved communities.   ACCAN, the group involved in the Shenango Channel 
project,  was very active on multiple fronts,  with half  a dozen or more core members able to 
devote significant time and energy to organizing and collective efforts.  These individuals both 
helped  with  the  image  analysis  and  recruited  others  to  do  so.  In  contrast,  Meaning  from 
Monitoring’s core group was made up of a few participants from several communities affected by 
refinery pollution.  While their individual communities were organized to varying extents, we 
were not able to translate that into broader participation in data analysis, because there was no 
other inter-community organization that could support the effort. As a result, participation was 
limited to a few members of the working group.

Participation in these two projects was also affected by the technological infrastructures 
involved, highlighting additional kinds of resources necessary for crowdsourcing undone science. 
A key  breakthrough  in  the  Shenango  Channel  project  came  when  CREATE  Lab  engineers 
developed a way for participants to grab a chunk of footage showing a smoky plume or other 
release and save it as an animated gif.  ACCAN members then circulated the gifs to each other, in 
addition to contributing them to the project’s repository.  The ability to make their work visible in 
this way—as opposed to, say, only being able to record the time stamps of observed emissions—
could only have increased their motivation and sense of purpose.  

In  contrast,  the  method  we  chose  for  Meaning  from  Monitoring  asked  community 
participants to take and upload screenshots of graphs that showed incidents or abnormal levels 
of pollution.  But taking a screenshot and navigating to graphs of specified date ranges proved 
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challenging for some participants, despite support from one of the project’s research assistants.  
Just as the technical affordances of the Shenango Channel project likely increased participation, 
the technical  complexity of  the Meaning from Monitoring project  limited participation to the 
more technically confident of the core group.

Observations  from  these  three  experiments  in  distributed  data  analysis  for  undone 
science are largely in keeping with findings from research on scientist-led crowdsourcing and 
citizen science projects: project management requires resources; recruitment and retention is an 
on-going challenge; and cyberinfrastructures matter.  Yet, from these experiments, we get a better 
idea of the particular shape that those issues may take in cases where crowdsourcing is attempted 
as a way of turning volunteer effort to the problems of communities affected by petrochemical 
pollution. In cases where community organizing is strong, project management can be taken on 
by “volunteers” to some extent, and recruitment for data analysis projects can become just one 
more aspect of  the outreach and mobilization that grassroots groups are already doing.   The 
tradeoff, of course, is that such a strategy may limit the extent to which the labor of charitable 
outsiders can be turned to the cause of affected communities, and maintaining the engagement of 
the true volunteer has shown to be a challenge across all kinds of projects.  

Further, these experiments suggest that technological infrastructures are likely to be an 
even greater challenge for grassroots crowdsourcing projects than for scientist-led ones.  By their 
nature, distributed data analysis projects require a level of technological capacity on the part of 
the sponsoring organization that few community groups or small non-profits have.  The CREATE 
Lab  was  easily  able  to  provide  that  capacity  for  ACCAN in  the  Shenango Channel  case.  In 
Meaning from Monitoring, an interdisciplinary project led by a social scientist, providing a robust 
enough  technological  infrastructure  has  been  an  on-going  challenge,  and  participation  has 
suffered as a result. 

Defining Tasks
The success of crowdsourcing depends, fundamentally, on being able to divide the work of data 
analysis into a series of discrete tasks that can be completed easily and accurately by volunteers 
with little  or  no training.  Franzoni  and Sauermann (2014)  point  to  task complexity  and task 
structure as defining characteristics of crowdsourcing projects, showing that the majority feature 
well  structured tasks that  are largely independent of  one another (low complexity).   Projects 
characterized  by  highly  complex,  ill-structured  tasks  do  exist,  they  find,  but  they  require 
participants to collaborate to a greater degree, building sequentially on each others’ work and 
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building a shared understanding of the overall problem over time. Such projects tend to limit 
participation to a smaller number of more skilled, more motivated participants.

Arguably,  the  likelihood  of  being  able  to  break  a  data  analysis  project  into  low 
complexity, well structured tasks depends a great deal on the kinds of scientific questions being 
posed.  Where the shape of the answer—the patterns or indicators one is looking for—is well 
understood, then discrete,  granular tasks are easier to structure.   For example,  distinguishing 
house  cats  from  foxes  from  raccoons  in  photos  is  a  straightforward  task,  to  the  extent  that 
mammalian species are relatively stable categories.  

The issue of task structure and complexity becomes important for undone science to the 
extent  that  undone science varies  in  its  relation to  established scientific frameworks.   Where 
science is undone in the sense that reasonably well defined frameworks are simply not being 
systematically applied to available data, creating low-complexity, well structured tasks is likely to 
be feasible. Leaders of the FrackFinder project, for example, knew what volunteers should be 
looking for, and were able to translate that into a simple task: in phase 1, volunteers were asked 
to classify images as showing evidence of active natural gas drilling, a well pad, or no well pad. 
In the second phase, they broke down the task of looking for fracking waste impoundments into 
two independent steps that could be completed by different volunteers, first identifying ponds in 
images, second classifying them as related to fracking or not. 

In the Shenango Channel project, participants similarly knew what they were looking for: 
smoky  emissions  or  other  releases  emanating  from  the  Shenango  coke  works.   Unlike 
FrackFinder,  ACCAN members who contributed worked from a shared understanding of the 
problem rather than instructions from a project leader.  Nonetheless, the task could have been 
conveyed to outsiders with a reasonably high rate of success—in the same way that the EPA is 
able to train people to be “smoke readers.”  Indeed, as ACCAN members started to home in on 
the kinds of images that represented the coke works’ emissions problem, a graduate student from 
the CREATE Lab, Yen-Chia Hsu, was working on computer vision algorithms to automate the 
process of finding releases, though human involvement remained necessary to distinguish white 
smoke from clouds, for example (Hsu et al. 2016). 

In contrast, where science is undone in the sense that the scientific questions being asked 
or  frameworks  being  used  are  not  adequate  to  representing  a  community’s  concerns  or 
experiences,  creating  well-structured,  low-complexity  tasks  may  be  a  stumbling  block  for 
crowdsourcing.   In  the  Meaning  from  Monitoring  project,  we  knew  we  wanted  to  look  for 
“incidents” in the data.  Even starting from a notion that an incident was a time when pollution 
was  abnormally  high,  we  struggled  to  define  an  incident.   For  how  long  did  chemical 
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concentrations  have  to  be  elevated?  How high?  Did  multiple  chemicals  have  to  be  elevated 
simultaneously, or was one enough?  Should we take into account only those that occurred when 
monitors were downwind of the refinery?  We ended up with the kind of ill-structured problem 
that Franzoni and Sauermann (2014) describe as requiring a more sophisticated set of users to 
come to a collective understanding of the problem space.  Being residents of the affected area, 
with both local knowledge and intrinsic motivation, our working group would perhaps be well 
positioned to take on this kind of task, if we were to set it up in a way to enable more active 
collaboration, rather than assuming that the work could be done piecemeal.  However, the ill-
structured nature of the project would likely make it unsuitable for a broad base of uninvolved 
volunteers,  of  the  sort  that  FrackFinder  enlisted.   A  crowdsourcing  approach  thus  seems 
relatively difficult to apply to undone science in cases where standard scientific frameworks or 
questions are being challenged, and new ways of understanding data must be invented. 

Pursuing Environmental Justice through Crowdsourcing? 
Can crowdsourcing help get undone science done—and disrupt, if modestly, the normal power 
relations around science—by distributing data analysis tasks to science hobbyists in the service of 
communities affected by petrochemicals and other hazardous industry?  The three experiments 
discussed here suggest that crowdsourcing could have potential as a new mode of knowledge 
production when certain conditions hold.  Sponsoring groups must have the resources to recruit, 
retain, and organize the efforts of volunteers, as well as the resources to provide and maintain the 
technological infrastructures through which data analysis tasks are distributed and performed.  
In  many  circumstances,  both  informal  groups  of  mobilized  community  members  and  more 
formal non-profit organizations could most likely provide the organizing resources. Providing 
the  necessary  technological  infrastructures,  however,  is  likely  to  require  the  resources  of  a 
technologically savvy non-profit or university partner. 

These cases further suggest that crowdsourcing will be most effective as an approach to 
undone science where the scientific frameworks used to interpret data are not in question—or, at 
least, where project sponsors are clear about what the phenomenon that they are interested in 
capturing “look like” in the data. Where science is undone because scientists’ ways of asking 
questions or looking at data are unsatisfying to affected communities, but alternative ways of 
looking remain elusive, distributed data analysis is unlikely to succeed. What is called for in these 
cases  is  a  collaborative,  open-ended  process  of  looking  at  the  data  to  better  understand  its 
relationship to local experience (Ottinger 2017).  This could take the form of high complexity, low 
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structure  online  citizen  science  of  the  sort  that  Franzoni  and  Sauermann (2014)  describe,  or 
instead  be  attempted  through  face-to-face  workshops.   Regardless,  the  local  knowledge  of 
affected  communities  will  be  a  necessary  element  of  any  work  to  advance  new  scientific 
frameworks, making it difficult to delegate to uninvolved volunteers. 

These  initial  findings,  then,  suggest  the  value  of  additional  experiments  that  use 
crowdsourcing—specifically, distributed data analysis—as an approach to getting undone science 
done.  Future experiments are likely to be most worthwhile in cases where data are abundant and 
interpretive frameworks that adequately represent grassroots groups’ interests in the data are 
well developed.  

At  the  same  time,  examining  even  a  small  number  of  existing  experiments  in 
crowdsourcing underscores the need for new kinds of investment in infrastructure.  It is already 
well established that organizational capacity is necessary for grassroots groups to be effective 
participants  in  making  new  knowledge  about  petrochemical  pollution  and  other  local 
environmental impacts (e.g. Harrison 2011).  And much effort and money has lately gone into 
supporting would-be citizen scientists in developing sensing capacity: witness, for example, the 
US  EPA’s  “Air  Sensor  Toolbox  for  Citizen  Scientists.”   However,  the  technical  capacity  and 
information infrastructures necessary for making sense of data have not received commensurate 
attention.  For crowdsourcing to have a chance at addressing areas of undone science created by 
information  overload,  public  agencies,  foundations,  and  universities  will  need  to  invest  in 
technical capacity building for distributed data analysis.
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